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Aplicação de Técnicas de Deep Learning na Verificação 

Automática de Fake News 

 

RESUMO 

O projeto utilizará Inteligência Artificial, técnicas de Deep Learning e abordará a 

exploração de arquiteturas de Redes Neurais convolucionais e recorrentes. O 

foco está no aperfeiçoamento do modelo para que ele seja capaz de lidar com 

as variações linguísticas encontradas nas notícias, e uma avaliação rigorosa 

será feita para medir a precisão e a eficácia do sistema. O desenvolvimento 

também considera possíveis implementações em sistemas automatizados de 

verificação de Fake News. O protótipo desenvolvido mostrou-se coerente em 

relação às respostas fornecidas, conforme acesso em base de dados ampla, 

retornando respostas condizentes com dados validados. A interface com o 

usuário foi desenvolvida com base em framework mobile, o que facilita a 

execução pelo público e torna possível o uso do totem que será disponibilizado 

durante o evento NEXT, para coleta de pesquisas de Fake News. 

Palavras-chave: Deep Learning. Inteligência Artificial. Fake News. Redes Neurais. 

 

 

 

 

  



 

ABSTRACT 

The project will use Artificial Intelligence, Deep Learning techniques and will 

explore convolutional and recurrent Neural Network architectures. The focus is 

on improving the model so that it is capable of handling linguistic variations found 

in news, and a rigorous evaluation will be carried out to measure the accuracy 

and effectiveness of the system. The development also considers possible 

implementations in automated Fake News verification systems. The prototype 

developed proved to be consistent in relation to the responses provided, 

according to access to a large database, returning responses consistent with 

validated data. The user interface was developed based on a mobile framework, 

which makes it easier for the public to execute and makes it possible to use the 

totem that will be made available during the NEXT event, to collect Fake News 

surveys. 

Keywords: Deep Learning. Artificial intelligence. Fake News. Neural Networks. 
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1.  INTRODUÇÃO 

A rápida disseminação de Fake News em plataformas digitais, como redes 

sociais e websites, tem gerado preocupações globais, com impactos que variam 

desde a desinformação generalizada até graves repercussões políticas e sociais. 

A verificação manual de notícias não é uma solução escalável, dada a imensa 

quantidade de conteúdo gerado diariamente. Diante disso, sistemas 

automatizados baseados em Inteligência Artificial (IA) têm ganhado destaque na 

tentativa de mitigar o problema. 

Este projeto propõe a utilização de técnicas de Deep Learning, explorando 

arquiteturas de Redes Neurais Convolucionais (CNNs) e Gated Recurrent Units 

(GRUs), para o desenvolvimento de um modelo capaz de identificar e classificar 

Fake News com precisão. As CNNs serão aplicadas na extração de 

características textuais importantes, enquanto as GRUs, uma variante das redes 

recorrentes que apresentam desempenho eficiente no tratamento de sequências 

longas de dados, serão utilizadas para capturar dependências temporais e 

contextuais das notícias. Esse sistema será treinado para lidar com as variações 

linguísticas comuns em textos jornalísticos e noticiosos. 
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2.  OBJETIVOS 

2.1. OBJETIVO GERAL 

Desenvolver e aperfeiçoar um modelo baseado em Deep Learning, 

utilizando CNNs e GRUs, para a detecção automática de Fake News. 

2.2. OBJETIVOS ESPECÍFICOS 

A seguir, são apresentados os objetivos específicos relacionados à 

pesquisa de Iniciação Científica: 

● Explorar diferentes arquiteturas de CNNs e GRUs na tarefa de processamento 

de linguagem natural para a classificação de notícias. 

● Avaliar a eficácia do modelo ao lidar com variações linguísticas e estilos 

textuais diversificados. 

● Implementar um sistema automatizado de verificação de Fake News em 

tempo real, utilizando um conjunto de dados abrangente. 

● Comparar a precisão e a eficiência do modelo desenvolvido com soluções já 

existentes, propondo melhorias e otimizações. 
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3.  ESTADO DA ARTE  

A seguir são descritas as pesquisas mais recentes, relacionadas ao 

conteúdo coberto por esta pesquisa: 

1. Identificação de Fake News com Inteligência Artificial: Diversos estudos 

utilizaram técnicas de aprendizado profundo e processamento de linguagem 

natural para combater a desinformação. Modelos baseados em arquiteturas 

como BERT, GPT e redes neurais convolucionais já mostraram resultados 

promissores na classificação de textos. 

2. BERT (Bidirectional Encoder Representations from Transformers): Um 

modelo amplamente utilizado em processamento de linguagem natural, o 

BERT tem sido eficaz em tarefas de classificação de textos devido à sua 

capacidade de captar o contexto bidirecional das palavras. Neste projeto, o 

BERT foi ajustado para a classificação de notícias como verdadeiras ou 

falsas. 

3. Técnicas de Redes Neurais Convolucionais e Recorrentes: Redes neurais 

convolucionais são comumente usadas em processamento de imagens, mas 

estudos recentes as aplicaram também em processamento de linguagem 

natural, particularmente na análise de texto, para identificar padrões como 

sequências de palavras. Redes neurais recorrentes, por sua vez, são usadas 

para modelar dependências sequenciais em dados, o que pode ser valioso na 

análise de notícias. 
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4.  JUSTIFICATIVAS 

A relevância deste projeto se dá pelo crescente impacto social e político 

das Fake News, que prejudicam a formação de opiniões e distorcem debates 

públicos importantes. As abordagens tradicionais de verificação de fatos são 

limitadas pela velocidade e pelo volume de informações disseminadas, sendo 

essencial o desenvolvimento de tecnologias automatizadas baseadas em IA 

para enfrentar esse desafio. 

O uso de CNNs para a extração de características textuais, combinado 

com as GRUs para captura de dependências contextuais, oferece uma 

abordagem poderosa e eficiente para a tarefa de detecção de Fake News. Além 

disso, a implementação de um sistema automatizado pode oferecer suporte a 

plataformas de notícias, agências de verificação de fatos e ao público em geral, 

promovendo uma mídia mais confiável.
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5.  CRONOGRAMA 

Etapa 

Mês 

01 02 03 04 05 06 07 08 09 10 11 12 

1. Revisão bibliográfica  X X          

2. Definição e escolha das redes neurais (CNNs e GRUs)  X X X         

3. Coleta e preparação dos dados   X X X X       

4. Desenvolvimento do modelo (CNNs e GRUs)    X X X       

5. Treinamento e ajustes do modelo CNNs e GRUs     X X X X X    

6. Treinamento e ajustes do modelo e integração com Interface      X X X X X   

7. Escrita e revisão do Relatório Final         X X   

8. Apresentação no NEXT          X   
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6.  RELATO DO DESENVOLVIMENTO TÉCNICO 

6.1. BASE DE DESENVOLVIMENTO 

Durante o desenvolvimento, foram implementadas diversas variações nas 

arquiteturas de CNNs e GRUs para verificar o desempenho e a precisão em 

diferentes cenários de Fake News. As CNNs foram utilizadas para identificar 

padrões linguísticos nas notícias, enquanto as GRUs capturaram a sequência 

contextual dos textos, permitindo uma análise mais profunda da veracidade das 

informações. 

6.2. GALERIA DE IMAGENS 

 

Imagem da parte de backend com relação ao treino. 
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Imagem da parte de backend com retorno da resposta do sistema. 

 

 

Imagem da parte de frontend do sistema. 
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7.  CONSIDERAÇÕES FINAIS 

O projeto demonstrou o potencial das técnicas de Deep Learning, 

especificamente o uso de CNNs e GRUs, para a detecção automatizada de Fake 

News. A combinação dessas redes permitiu ao modelo lidar com variações 

linguísticas e analisar o conteúdo textual de forma mais precisa. Contudo, 

desafios futuros incluem o aprimoramento da capacidade do modelo em 

reconhecer notícias que utilizam linguagem ambígua ou disfarçada, além da 

necessidade de ampliar a base de dados de treinamento com fontes de notícias 

mais diversificadas. 
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